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Link-Sharing and Resource Management
Models for Packet Networks

Sally Floyd, Member, IEEE, and Van Jacobson

Abstrud— This paper discusses the use of link-sharing mech-
anisms in packet networks and presents algorithms for hier-
archical link-sharing. Hierarchical link-sharing allows multiple
agencies, protocol families, or traflic types to share the bandwidth
on a tink in a controlled fashion. Link-sharing and real-time
services both require resource management mechanisms at the
gateway. Rather than requiring a gateway to implement separate
mechanisms for link-sharing and real-time services, the approach
in this paper is to view link-sharing and real-time service re-
quirements as simultaneous, and in some respect complementary,
constraints at a gateway that can be implemented with a unified
set of mechanisms. White it is not possible to completely predict
the requirements that might evolve in the Internet over the next
decade, we argue that controlled link-sharing is an essential
component that can provide gateways with the flexibility to
accommodate emerging applications and network protocols.

1. ImODumlON”

R

EQUIREMENTS for resour;e management in the In-
ternet include both services for real-time traffic and

link-sharing services. Real-time traffic is characterized by
a (fixed or adaptive) playback time at the receive~ real-
time packets arriving at the receiver after the playback time
are discarded. In a congested network, resource management
mechanisms are required at the gateway to meet realtime traffic
requirements for controlled delay and limited packet drops.
While there has been an abundance of research about the
needs of real-time traffic, link-sharing services have received
somewhat less attention in the research community.

The approach to controlled link-sharing described in this
paper has evolved in the context of the Internet. Because the
Internet is decentralized in nature, composed of multiple ad-
ministrative domains with a wide range of resource limitations,
the control of Internet resources involves local decisions on
usage as well as considerations of per-connection end-to-end
requirements. One function of link-sharing mechanisms is to

enable gateways to control the distribution of bandwidth on
local links in response to purely local needs. By allowing
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isolation between real-time and best-effort traffic in coop-
eration with packet scheduling algorithms that give priority
to the real-time traffic, controlled link-sharing can also be a
key component in enabling the deployment of priority-based
packet scheduling algorithms designed to meet the end-to-end

service requirements of real-time traffic.

One requirement for link-sharing is to share bandwidth on a

link between multiple organizations, where each organization

wants to receive a guaranteed share of the link bandwidth

during congestion, but where bandwidth that is not being used
by one organization should be available to other organizations
sharing the link. Examples range from the multiple agencies
that share the Trans-Atlantic FAT pipe and each pay a fixed
share of the costs [ 19] to individuals who share a single

ISDN line. Another requirement for link-sharing is to share

bandwidth on a link between different protocol families (e.g.,

1P and SNA) where controlled link-sharing is desired because

the different protocol families have different responses to
congestion. A third example for link-sharing is to share
bandwidth on a link between different traffic types, such as
telnet, ftp, or real-time audio and video.

We believe that the needs met by link-sharing are fundamen-
tal, given the presence of congestion. In particular, we believe
that the need to share links between multiple organizations

is not a transient stage that will disappear with the full

commercialization of the Internet (until or unless congestion

itself disappears ). The hierarchical structure of organizations
is not a transient phenomena, and, given the availability of an
appropriate link-sharing framework, is likely to be reflected
in a continued desire for controlled link-sharing of local
resources such as network bandwidth. Additional needs met
by controlled link-sharing, discussed in more detail later in

the paper, include the ongoing need to accommodate new
services, and the need to control traffic aggregation in order to

realize the advantages of sharing between connections using

compatible congestion control mechanisms.
_ The various requirements for link-sharing, taken together
with requirements for realtime services, naturally lead to

a requirement for hierarchical fink-sharing. For example,
the bandwidth on a link might be shared between multiple
agencies, and each agency might want to share its allocated

bandwidth between several traffic types. This leads to a hierar-

chical link-sharing .w-ucfure associated with an individual link
in the network, with each class in the link-sharing structure

corresponding to some aggregation of traffic (or in some cases
to an individual connection).
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Link-sharing services and real-time services involve simul-

taneous sets of constraints to be satisfied at the gateway.
This paper addresses the interaction between real-time services

and link-sharing services at the gateway. A key contribution
of this paper is an investigation of ways that link-sharing
can be incorporated into more general scheduling frameworks
such as priority-based scheduling. This paper proposes that
link-sharing explicitly enforced at the gateway can prevent
starvation of lower priority traffic while still satisfying the
needs of higher priority traffic, and give the network the
flexibility to accommodate new real-time applications.

As an example of the interaction between real-time services

and link-sharing, consider a link shared between two classes
of traffic, a real-time class and a bulk-data class. For the
purposes of the link-sharing algorithms, we make a conceptual
distinction between a general scheduler and a link-sharing
scheduler. In the absence of congestion, the gateway could use
whatever general scheduler seemed most appropriate, ranging
from a priority-based to a round-robin scheduler. However, in
the presence of congestion the gateway might determine that
one of the two classes was using more than its allocated share

of the link bandwidth, and invoke the link-sharing scheduler
to rate-limit the overlimit class to its allocated bandwidth. This
paper does not attempt to outline a complete packet-scheduling
algorithm; we instead are proposing a mechanism for incor-
porating controlled link-sharing into the packet scheduling
framework.

However, instead of implementing real-time and link-
sharing services with separate pieces of code, it is preferable
to use an integrated set of mechanisms for real-time and link-
sharing services. Identifying a set of low-level mechanisms
that can implement these services, and separating the low-level
mechanisms from higher-level policy, gives a flexible resource
management framework that allows evolution. Instead of
outlining a complete service model for the Internet, we
explore a set of low-level mechanisms that can be used
to efficiently support a range of real-time and link-sharing
services. Flexibility in the resource management framework is
particularly important because it is not easy to fully anticipate
the service requirements of emerging applications on the
Internet. Controlled link-sharing makes a key contribution to
this flexibility.

This paper focuses on the role of link-sharing in the resource
management framework. As an example of the flexibility
afforded by link-sharing, consider the current need in the
Internet for some mechanism to protect data traffic from the
growing volume of real-time Mbone traffic [7], as well as the
need to protect the real-time traffic from the delays caused
by competing data traffic. Given an environment with limited
bandwidth, fully meeting the needs of real-time traffic requires
a suite of real-time services including flow specifications
for the real-time applications, a set-up procedure such as
RSVP [21 ], and admissions control procedures to control
the number of admitted real-time connections, in addition to
appropriate scheduling mechanisms at the gateway. However,
by guaranteeing that data and real-time traffic each receive a

share of the link bandwidth over relevant time intervals, link-
sharing mechanisms can protect both Mbone and data traffic, in

the aggregate, even in the absence of a full suite of real-time
services.

We are not suggesting that each link in the Internet requires

a separate traffic class for each agency, protocol family, or
traffic type traversing that link. For example, organization-
based link sharing might be needed for a link such as the
Trans-Atlantic FAT pipe while another link has no need
for organization-based link sharing. Because different links
in a heterogeneous Internet will have different link-sharing

structures, two connections that are aggregated into one class
on one link might be in separate classes on the following
link. One benefit of the link-sharing framework proposed in

this paper is that it acknowledges the decentralized nature
of the Internet, and allows some local control of bandwidth
distribution.

The link-sharing goals, described in more detail in Sec-
tion II, are quite modest. The link-sharing mechanisms take
the minimum action required to ensure that classes receive
their allocated link-sharing bandwidth over the relevant time
interval. The link-sharing mechanisms in this paper do not

attempt to provide congestion control within a “leaf’ class, to
rate-allocate classes in the absence of congestion, to reshape
traffic, or to specify precisely the bandwidth to be received
by each class given the current demand. These issues are
determined by the general scheduler used at the gateway. The
link-sharing mechanisms do not, by themselves, attempt to
implement arbitrmy scheduling policies.

A hierarchical link-sharing structure can be used to specify
guidelines for the distribution of “excess” bandwidth. While

one could imagine complex requirements in terms of exactly
how “extra” bandwidth is distributed or what fraction of
bandwidth each class requires over a range of time intervals, in
this paper we restrict our attention to those fairly straightfor-
ward requirements that can be expressed by these hierarchical
structures. As Section II notes, while the distribution of “extra”
bandwidth beyond the constraints imposed by the hierarchical
link-sharing structure should not be arbitrary, this distribution
is a function of the general scheduler, and is not addressed
in this paper.

The approach to link-sharing in our paper is based on
the hierarchical class-based resource management proposed
initially by V. Jacobson [3]. This approach, now referred
to as class-based queueing (CBQ), outlines a set of flexible,
efficiently-implemented gateway mechanisms that can meet a
range of service and link-sharing requirements. Appendix A
discusses the implementation of CBQ in our simulator, and
gives a pointer to publically-available distributions of CBQ
implementations.

Our paper is in the context of a continuing discussion
about resource management in the Internet that involves con-
tributions from many people. As examples, see [2], [3], [4],
[18], [8]. The form of this paper was motivated in part as a
response to the scheduling architecture proposed in [18]. We
are in substantial agreement with much in [18]; Section VIII of
this paper elaborates on a disagreement over the relationship

between link-sharing services and real-time setwices. Thus, the
framework for this paper bomows heavily from the framework
in [18].
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Fig. i. Link-shining between service classes.

Section 11 describes the link-sharing goals in more detail.
Section 111gives the general guidelines for implementing hier-
archical link-sharing, given a resource management framework

consisting of a general scheduler and a link-sharing sched-
uler. Section IV explores some link-sharing guidelines that

are approximations to the more rigorous guidelines outlined
in Section 111. Section V shows some simulations of link-
shanng at the gateway. Section VI discusses the relationship
between the link-sharing goals and the goals for real-time
traffic. Section VII discusses link-sharing in terms of isola-
tion and sharing between traffic. Section VIII compares the
link-sharing framework discussed in this paper with related
work. Section IX gives conclusions and discusses future
work.

H. THE LINK-SHARING GOALS

This section gives a general discussion of the link-sharing
goals. The requirements for link-sharing are essentiality the
same whether the link-sharing is between service classes,
organizations, protocol families, or traffic types. We argue

that a single set of mechanisms for link-sharing should be
implemented and carefully coordinated with any additional
mechanisms for providing real-time service.

The link-sharing structure specifies the desired policy in
terms of the division of bandwidth for a particular link in times
of congestion. For example, for the link-sharing structure in
Fig, 1 the link is shared by a number of real-time and nonreal-
time traffic classes. The audio and video classes are examples
of leaf classes in the link-sharing structure. and the aggregated
Link class is an interior class. In Fig. i the telnet class could
be a class of delay-sensitive traffic such as X and NFS traffic
as well as telnet traffic. Similarly, the mail class could be a
class of delay-insensitive traffic such as NNTP and FAX as
well as mail traffic.

For a flat link-sharing structure such as in Fig. 1, the
link-sharing requirements are fairly straightforward. A link-
sharing bandwidth is allocated to each class (expressed in
Fig. 1 as a percentage of the overall link bandwidth). These
link-sharing allocations could be either static (permanently
assigned by the network administrator) or dynamic (varying
in response to cument conditions on the network, according

to some predetermined algorithm). The first Iink-sharing goal
is that each class with sufficient demand should be able to
receive roughly its allocated bandwidth, over some interval of

Iink-sharing allocation

Fig. 2. Link-sharing between multiple agencies or promeol families

time, in times of congestion. As a consequence of this link-
sharing goal, in times of congestion some classes might be
restricted to their link-sharing bandwidth. For a class with

a link-sharing allocation of zero, such as the mail class in

Fig. 1, the bandwidth received by this class is determined by
the other scheduling mechanisms at the gateway; the link-
sharing mechanisms do not “guarantee” any bandwidth to this
class in times of congestion.

The link-sharing goals are a rough quantitative bandwidth
commitment by the network. Associated with these link-
sharing goals is some notion of the time interval over which

the link-sharing goals apply. As discussed later in the paper,
this is determined by the time constant used in estimat-

ing the past bandwidth used by each class. For example,
in Fig. 1 it might be considered unacceptable if the telnet
and ftp classes were denied service for minutes at a time.
On the other hand, fine-grained scheduling to ensure that
the telnet and ftp classes each receive their allocated link-
sharing bandwidth over arbitrarily-small time intervals is not
required. Priority-based scheduling can be used to reduce

delay for the real-time traffic, while the link-sharing mech-
anisms prevent starvation of the ftp traffic over longer time
intervals.

A secondary link-sharing goal is that when some class is not
using its allocated bandwidth, the distribution of the “excess”
bandwidth among the other classes should not be arbitrary, but
should follow some appropriate set of guidelines. For a flat
link-sharing structure, this distribution of excess bandwidth is
determined by the other scheduling mechanisms used at the
gateway, and is not specified by the link-sharing structure.
For example, consider link-sharing between organizations or
protocol families, as in Fig. 2. If agency A has little traffic to
send, agency B might consider it unfair or arbitrary if all of the
“excess” bandwidth was given to agency C. For link-sharing
between agencies or between protocol families, the scheduling
mechanisms could distribute “excess” bandwidth in a way that
takes into account the relative link-sharing allocations of those
entities.

Multiple link-sharing constraints at a gateway can be ex-
pressed by a hierarchical link-sharing structure such as in

Fig. 3. The link-sharing structure in Fig. 3 illustrates link-
sharing between organizations, between protocol families,
between service classes, and between individual connections
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Fig. 3. A hierarchical link-sharing stmcture.

within a service class; this is not meant to imply that all

link-sharing structures at all links should include all of these

forms of link-sharing. All arriving packets at the gateway are

assigned to one of the leaf classes; the interior classes are
used to designate guidelines about how ‘excess’ bandwidth
should be allocated. Thus, the goal is that the three service
classes for agency A should collectively receive 50% of the
link bandwidth over appropriate time intervals, given sufficient
demand. If the real-time class for agency A has little data to
send, the hierarchical link-sharing structure specifies that the

“excess” bandwidth should be allocated to other subclasses of

agency A.

The link-sharing goals can be summarized as follows.

Lin/c-Sharing Goals:

1)

2)

Each interior or leaf class should receive roughly its

allocated link-sharing bandwidth over appropriate time
intervals, given sufficient demand.
If all leaf and interior classes with sufficient demand

have received at least their allocated link-sharing band-

width, the distribution of any ‘excess’ bandwidth should

not be arbitrary, but should follow some set of reason-

able guidelines. •1

The implementation of the first link-sharing goal is dis-

cussed in detail in this paper. As mentioned in the Introduction,

the first link-sharing goal is limited by the constraints of the
hierarchical class structure.

The second link-sharing goal concerning the further distri-

bution of excess bandwidth is not addressed in this paper.

This second link-sharing goal simply states that when the

distribution of bandwidth is not constrained by the hierarchical

link-sharing structure, that distribution should nevertheless not

be arbitrary, but should follow some acceptable policy. The

guidelines for the distribution of excess bandwidth should
reflect both these higher-level policy concerns and realistic
limitations imposed by efficiently-implemented schedulers.
The distribution of excess bandwidth for the scheduler in our

simulator is discussed in Appendix A.2.

om

0% Iink-sharing alkwation

Note that the link-sharing goals do not attempt to address

all of the questions of congestion control at the gateway.

The link-sharing mechanisms monitor and control bandwidth
allocations between various classes of traffic; the question of
congestion control for the traffic within a class remains. For
leaf classes that contain a number of aggregated connections,
congestion control within the class could be provided by
the use of end-to-end transport protocols such as TCP, by
an explicit admissions control procedure for that class, or
by a connection-based scheduling algorithm instead of FIFO
scheduling within the class. For some classes of video traffic,
congestion control within the class could be provided by some
form of source- or receiver-based rate-adaptive congestion

control. For some classes, the gateway could use RED gateway
mechanisms to monitor the average queue size and provide
appropriate feedback to the sources [11].

The link-sharing goals require a data structure associated
with each link, describing the class structure at that link, and
giving the link-sharing bandwidth for each class. In addition
to the possibility of dynamic bandwidth allocations to existing
classes, the link-sharing structure itself for a particular link can
have both static and dynamic components. A static link-sharing
structure with fixed classes and bandwidth allocations might
be appropriate for a link shared between multiple agencies; in
this case, the link-sharing bandwidth allocated to each agency
might be set by the network administrator. On the other hand,
a link-sharing structure with dynamic components would have
provisions for the creation and removal of subclasses and for
the adjustment of bandwidth allocations. Such a dynamic link-
sharing structure would be appropriate when the link-sharing
mechanism is used to monitor the bandwidth of specific real-

time traffic flows, while at the same time ensuring that the
real-time flows don’t monopolize the bandwidth on the link.
For dynamic link-sharing, some mechanism is needed to limit
the lifetimes of dynamically-created classes. This issue of
lifetime restrictions is not addressed in this paper, but should
be considered in the context of set-up protocols and admissions

control procedures for real-time traffic.
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111. FORMAL LINK-SHARING GUIDELINES

This section gives formal guidelines for implementing hi-

erarchical link-sharing at the gateway. Section IV discusses

heuristics that approximate these formal link-sharing guide-

lines.

Definitions: General Scheduler, Link-Sharing Scheduler:

This paper assumes that each class has its own queue at
the gateway, The conceptual framework further assumes that
the scheduling mechanisms include a general scheduler that
schedules packets from leaf classes without regard to link-
sharing guidelines. and a [ink-shoring scheduler that schedules

packets from some leaf’ classes that have been exceeding their

link-sharing allocations in times of congestion. We assume

that all arriving packets are associated with a leaf class in the

link-sharing structure. ❑

One job ot’ the general scheduler is to provide for real-time

traffic that has particular delay or throughput requirements.
The general scheduler could be one of a number of proposed
scheduling algorithms that determines the packet-by-packet
scheduling necessary to meet the service goals. We generally

assume (hat a priority-based general scheduler is used, but

this paper does not specify the general scheduler in more

detail. The priorities and definitions of the classes in the

class structure are a policy issue that is not addressed in this
paper.

Dejinitiorrs: Regulated and Unregulated Classes: We call a
class a regulated class if packets from that class are being
scheduled by the link-sharing scheduler at the gateway; we call

a class unregulated if traffic from the class is being scheduled
by the general scheduler. Like the distinction between the

general and the link-sharing scheduler, this distinction between

regulated and unregulated classes is introduced for conceptual

purposes, and is used by the link-sharing algorithms described

later in the paper. Any implementation will have a single
integrated scheduler. In general, classes will change status
from regulated to unregulated, and back, as conditions in the
network change. ❑

The link-sharing scheduler could use one of a number

of algorithms to restrict the bandwidth of regulated classes.
One option for the link-sharing scheduler is to rate-limit the

regulated class to its link-sharing bandwidth; this regulation
would be accompanied by some strategy for dropping arriving

packets when necessary. However, there are other options; as
an example, the link-sharing scheduler could simply decrease
the priority of the regulated class, so that the general scheduler
schedules packets from that class less frequently.

Definitions: Classi]er, .Evtimator: In addition to the gen-
eral scheduler and the link-sharing scheduler, required link-
sharing mechanisms include a classljier and an estimator.

The clas.ri/ier classifies packets arriving at the gateway to the

appropriate c~ass for that output link. [ 19] describes an efficient
implementation of a classifier. While there are many open
questions concerning the guidelines used for the classification
of pdckets, these questions are orthogonal to scheduling issues,
and will not be discussed further in this paper. In particular,
we don’ t take a position on whether classification should be

based on explici( requests for service from applications, or

on packet fields (e.g., source and destination addresses, the
protocol field) determined by the network.

The estimator estimates the bandwidth used by each class

over the appropriate time interval, to determine whether or
not each class has been receiving its link-sharing bandwidth.

The time constant for the estimator is a critical parameter; this
time constant determines the interval over which the gateway
attempts to enforce the link-sharing guidelines. Appendix A
discusses the estimator in more detail. •1

This paper focuses on the interaction between the general
scheduler and the link-sharing scheduler. In the absence of
persistent congestion, the general scheduler is all that is
required to schedule traffic on the output link. However, in the

presence of congestion lhe gateway might also want to take

into account link-sharing goals for sharing the link bandwidth

among different traffic types, protocol families, or agencies.
The link-sharing guidelines in this section specify when a
class can continue unregulated and therefore scheduled by the
general scheduler, and when the class should be regulated by
the link-sharing scheduler.

While this paper makes a conceptual separation between the

general scheduler and the link-sharing scheduler, this does not
imply that the two schedulers consist of separate sections of

code. For example, as Appendix A explains, in our simulator
the “link-sharing scheduler” and “general scheduler” simply
use different algorithms in setting a class parameter called [he
time-to-send field that indicates the next time that a packet is
allowed to be sent from that class.

Definitions: Overlimit, Underlimit, At-Limit: A class is
called overlimit if it has recently used more than its allocated
link-sharing bandwidth (in bytes/s, as averaged over a specified
time interval), underlimil if it has used less that a specijed

fraction of its link-sharing bandwidth, and a?-limit otherwise.
The limit status of each class is determined by the estimator,
and is used to determine when explicit action should be taken
to correct the link-sharing behavior of the traffic, ❑

Note that with these definitions, if the root node of the
link-sharing structure, representing the link itself, is allocated
100% of the link bandwidth, then the root class can never be
overlimit.

Definitions: Satisjed, Unsatisyled: A leaf class is defined as
unsatisfied with the link-sharing behavior if it is underlimit and
has a persistent backlog, and satisfied otherwise. A nonleaf
class is defined as unsatisfied with the link-sharing behavior if
it is underlimit and has some descendant class with a persistent

backlog.
We do not define a persistent backlog in more detail; the

exact definition should be a policy issue. The intention is
that an unsatisfied class is a class that is underlimit and that
has sufficient demand to use additional bandwidth. While an
underlimit class that occasionally has a packet or two in the

queue for a brief time should probably not be considered
unsatisfied with the link-sharing behavior, in our simulator’s
implementation of the formal link-sharing guidelines any class

with a nonempty queue is defined as having a persistent
backlog. The notion of a persistent backlog is not used in the
approximations to the formal link-sharing guidelines presented
in the next section. ❑
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Fig. 4. Examples of link-sharing scenarios.

In proposing formal link-sharing guidelines, we first con-
sider a link with a flat link-sharing structure, as in Fig. 1.
In this case, the link-sharing guidelines are fairly clear and
intuitive. When a class is not overlimit or when there are
no unsatisfied classes, then the class does not need to be
regulated by the link-sharing scheduler. However, when a
class is overlimit and some other class is unsatisfied, then
the overlimit class is contributing to congestion on the link,
and should be regulated by the link-sharing scheduler. This
regulation should continue until the class is no longer overlimit
or until there are no more unsatisfied classes.

Given these guidelines for link-sharing, an overlimit class
is only regulated when some other class has unfilled demand
and has not been receiving its allocated bandwidth over the
specified time interval. When all classes are satisfied with the
link-sharing behavior, no classes have to be regulated.

For a hierarchical link-sharing structure, the link-sharing
guidelines are an extension of the guidelines given above.
First, we define the level of a class in the link-sharing structure.

Definitions: Levels: All leaf classes in a link-sharing struc-
ture are defined to he at level 1, and each interior class has a
level one greater than the highest level of any of its children.
An example of levels is shown in Case 1 in Fig. 4. •1

The formal link-sharing guidelines given below implement
the link-sharing goals described in the previous section. The
formal link-sharing guidelines specify when a class is allowed
to borrow unused bandwidth from ancestor classes.

Formal Link-Sharzng Guidelines: A class cars continue un-
regulated if one of the following conditions hold

1) The class is not overlimit, OR

2) The class has a not-overlimit ancestor at level i, and

there are no unsatisfied classes in the link-sharing struc-
ture at levels lower than 2.

Otherwise, the class will be regulated by the link-shaxing
scheduler. ❑

Note that these link-sharing guidelines are used simply to
decide if a class is allowed to be scheduled by the general
scheduler, unregulated, or whether the class should have
its bandwidth regulured by the link-sharing scheduler. The

division of the available bandwidth between the unregulated

classes is determined by the generaI scheduler. The link-
sharing guidelines are simply used to determine when some
class is using more than its allocated bandwidth and con-
tributing to the unsatisfied state of some other class in the
link-shining.

The cases below, illustrated in Fig. 4, illustrate the for-
mal link-sharing guidelines. For each example link-sharing

structure in Fig. 4, the bold circles mark the overlimit and

underlimit classes, and small queues show which classes have

a persistent backlog. Given this status, the formal link-sharing
guidelines are applied to determine which classes need to be
regulated. In Fig. 4 the leaf classes labeled “ 1” are real-time
classes and the classes labeled “2” are nonrerd-time classes.

Case 1: Consider a link-sharing hierarehy where no classes
are unsatisfied. In this case no classes need to be regulated. ❑

Case 2: In thk case there are NO overlimit classes, but only
the Agency B nonreal-time class is unsatisfied, and the Agency
A class is not overlimit. From the link-sharing guidelines,
neither real-time class is allowed to borrow from their parent

classes and therefore both real-time classes will be regulated.
Appendix C examines the pathological behavior that could

result if the Agency A real-time class was allowed to continue
unregulated in this case. •1

Case 3: In this case the Agency A class and the Agency

A real-time class are overlimit, while the Agency B class

and Agency B nonreal-time class are unsatisfied. From the
link-sharing guidelines, the Agency A real-time class needs to
be regulated. Because the formal link-shting guidelines take
into account the limit status of ancestor classes, hierarchical
link-sharing can be provided. •1
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Case4: In this case no leaf classes are unsatisfied, but
the Agency A class itself is unsatisfied. Because the Agency
A class is underlimit and there are no unsatisfied classes at

Iower levels, the Agency A nonreal-time class can continue

unregulated. However, according to the link-sharing guidelines
the Agency B real-time class should be regulated. This is an-
other example of how the link-sharing guidelines can provide
hierarchical link-sharing. ❑

Note that we did not specify in the link-sharing guidelines
how frequently the scheduler should check whether or not a
class needs to regulated. In our implementation the general
scheduler checks whether or not a class can continue to send
unregulated just before transmitting a packet from that class,
but this check could also be made less frequently.

When should the control of a class by the link-sharing

scheduler be terminated? One possibility is that a regulated
class should remain regulated as long as the formal link-
sharing guidelines are not met. A class might oscillate fre-
quently between being regulated and being unregulated, but
this is not necessarily a problem. If for implementation reasons
it is desired to reduce the frequency of these oscillations, the
following guidelines could be used:

Alternate Link-Sharing Guidelines: A class can continue

unregulated if one of the following conditions hold:

1) The class is not overlimit, OR
2) The class has a not-overlimit ancestor at level i, and the

link-sharing structure has no unsatisfied classes at levels
lower than i.

Otherwise, the class will be regulated by the link-sharing
scheduler.

A regulated class will continue to be regulated until one of

the following conditions hold:

I ) The class is undedimit, OR
2) The class has a underlimit ancestor at level i, and the

link-sharing structure has no unsatisfied classes at levels
lower than i. ❑

Definitions: Exempt, Bounded, and Isolated Classes: A }ink-
sharing structure could mark some classes as either exemp[ or
bounded, if desired. [ 18] introduces the notion of exempt traffic
that is never restricted by the scheduler to its allocated link-
sharing bandwidth, regardless of the level of congestion on

the output link.’ Our link-sharing structure would designate an
exempt class by assigning the class a link-sharing bandwidth
of 10()% of the link bandwidth. For an exempr class, either the
general scheduler and the admissions control procedure should
ensure that the traffic from the class does not violate the link-
sharing goals, or there should be a clear understanding that
scheduling this traffic takes precedence over the link-sharing
goals.

A bounded class is not allowed to borrow from ancestor
classes, regardless of the limit status of those classes. This
might be done, for example, for a traffic class consisting of
a single high-priority real-time connection where low jitter is
more important than low average delay. In our implementation

1The proposal in [ 181, [ 16] is for real-time traffic to be exempt, and for
the admissions control procedure to be the sole mechanism to ensure that the
real-time traffic does not violate the link-sharing goals.

of the link-sharing structure each class has both a “parent”
field giving that class’s parent in the class tree and a “borrow”
field indicating whether or not that class is allowed to borrow
unused bandwidth from the parent. A bounded class would
have the “borrow” field set to not allow borrowing.

An isolated class is one that does not allow nondescendant

classes to “borrow” its unused bandwidth, and that does not
borrow bandwidth from other classes in turn. An isolated class
would leave the parent field empty, and would simply be
assigned a fraction of the link bandwidth. ❑

The formal link-sharing guidelines are discussed further in
Appendix B.

IV. APPROXIMATIONS TO THE

FORMAL LINK-SHARING GUIDELINES

The previous section described a set of formal link-sharing
guidelines. With the formal guidelines the decision whether
or not to regulate a class depends not only on the limit
status of parent classes but also on the “satisfied” status
of other classes in the same link-sharing structure. It is
possible that these formal link-sharing guidelines could be
efficiently implemented given appropriate architectures and/or

data-structures. However, in this section we explore several
approximations to formal link-sharing that lend themselves
more readily to efficient implementations. This section dis-
cusses two approximations to formal, link-sharing; the first
approximation is Ancestors-Only link-sharing. The second
approximation, Top-Level link-sharing, gives improved per-
formance over Ancestors-Only link-sharing,

In Ancestors-Only link-sharing, for ease of implementation,

the decision whether or not to regulate a class is deter-
mined only by the limit status of that class and of parent
classes. A simple example with a flat link-sharing structure
illustrates some of the difficulties of such an approach. For
the link-sharing structure in Fig. 1, an overlimit leaf class
cannot remain unregulated when the root class is at-limit
and the output link is at full capacity; if this were the case,
then an overlimit class could never be regulated. The most
straightforward answer is to allow an overlimit class to remain
unregulated only when some ancestor class is underlimit
(instead of simply being not ovedimit).

The Ancestors-Only link-sharing guidelines are as follows:
Ancestors-Only Link-Sharing Guidelines: A class can con-

tinue unregulated if one of the following conditions hold:

1) The class is not overlimit, OR
2) The class has an underlimit ancestor.

Otherwise, the class will be regulated by the link-sharing
scheduler. c1

One drawback of the Ancestors-Only approach is that
because the ‘satisfied’ status of sibling classes is not examined,
no distinction can be made between the Agency A real-
time class in Case 1 and the Agency B real-time class in
Case 2. In this case, either the Agency A real-time class in
Case 1 will be regulated unnecessarily, as required by the
Ancestors-Only link-sharing guidelines above, or neither real-
time class will be regulated and the link-sharing goals will not
be satisfied.
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Fig. 5. Sensitivity of Ancestors-Only link-sharing.

While Ancestors-Only link-sharing gives acceptable results

in most occasions, it is not as robust as formal link-sharing.
Because the estimator distinguishes between at-limit and un-
derlimit ancestor classes, allowing an overlimit leaf class to
remain unregulated only when there is an underlimit ancestor,
Ancestors-Only link-sharing is sensitive to the quantitative
parameter used to distinguish between at-limit and underlimit
classes.

Ancestors-Only link-sharing can be sensitive to other pa-
rameters of the estimator as well. For the link-sharing structure
in Fig. 5, assume that, following a period when Agency B
traffic used all of the link bandwidth, the priority-one class
in Agency A has recently sent a large burst of packets,
and has just been labeled by the estimator as overlimit.
The Agency A real-time class will continue to be able to
send unregulated as long as the estimator continues to label
the Agency A class itself as underlimit, regardless of the
unsatisfied state of Agency A’s priority two class. Thus,
Ancestors-Only link-sharing is sensitive to the maximum burst
that can be sent before a previously-idle interior class is
considered overlimit.

To illustrate some of the weaknesses of Ancestors-Only
link-sharing, consider the link-sharing structure in Case 4 in
Fig. 4, and assume that the general scheduler gives priority
to real-time traftic over nonreal-time traffic. Assume further
that the Agency A real-time class has little data to send for
an extended period of time, and that the Agency B real-time
class has unfilled demand. Whh Ancestors-Only link-sharing,
the Agency B real-time class is allowed to send unregulated
whenever the root class is underlimit, regardless of the limit
status of Agency A. The result is that both Agency A and the
root class will cycle between being underlimit and being not-
underlimit, and the Agency A normal-time class will cycle
between receiving and not receiving bandwidth, If Agency A
is limited in the ‘credit’ that it gets for being idle for periods
of time, then Agency A could receive less than its allocated

link-sharing bandwidth.
The Top-Level link-sharing guidelines, which use a slight

modification of the Ancestors-Only approach, give a more
robust approximation to formal link-sharing. In the Top-Level
guidelines, the gateway still examines the limit status of

ancestor classes. However, in addition the Top-Level approach
considers the levels of the various classes in the hierarchical
link-sharing structure. The gateway maintains a Top-Level

variable that indicates the highest level from which a class
is allowed to “borrow” bandwidth. As in formal link-sharing,
where classes are not allowed to borrow frbm ancestors at
level z or above if there are unsatisfied classes at level

z – 1, Top-Level link-sharing uses the Top-Level variable to

indicate the highest level from which a class may borrow

bandwidth, and uses various heuristics to set the Top-Level
variable.

Top- f.evel Link-Sharing Guidelines: A class can continue
unregulated if one of the following conditions hold:

1) fie class is not overlimit, OR
2) The class has art underlimit ancestor whose level is at

most Top-Level.

Otherwise, the class will be regulated by the link-sharing

scheduler. •1

This is a range of possibilities for heuristics for setting the
Top-Level variable. When Top-Level is set to Infinity, then Top-
Level link-sharing is identical to Ancestors-Only link-sharing.
When Top-Level is set to the lowest level that has an unsatisfied
class, then Top-Level link-sharing is essentially the same as
formal link-sharing. For example, if the gateway sets Top-

Level to 1 when there is a class that is not overlimit and that
has a nonempty queue, then for as long as Top-Level remains
set to 1, only classes that are not overlimit will be able to
send packets. However, rather than precisely implementing
formal link-sharing, and continually updating the Top-Level
variable as queues build up and disperse and as classes change
their limit status, Top-Level link-sharing avoids some of the
overhead by using simplier heuristics to set the Top-Level
variable.

Our simulator uses the guidelines below for setting the
Top-Level variable.

Heuristics for Setting the Top-Level Variable:

1)

2)

3)

If a packet arrives for a not-overlimit class, set Top-Level

to 1.
If Top-bvel is Z, and a packet arrives for an overlimit
class with an underlimit parent at a lower level than z
(say j), then set Top-Level to j.
After a packet is sent from a class, and that class now
either has an empty queue or is unable to continue
unregulated, then set Top-Level to Injinity .

With these guidelines, the gateway sets Top-Level to z only
when the gateway knows that some class can send a packet
without borrowing from an ancestor above level i. The setting
of the Top-Level variable reflects partial knowledge of the
gateway. For example, with these guidelines the Top-Level
variable might be greater than 1 even though there is a not-
overlimit class with a nonempty queue.

While Top-Level link-sharing requires the additional over-

head in maintaining the Top-Level variable, compared to
Ancestors-Only link-sharing, there are other ways in which
Top-Level link-sharing requires less overhead than Ancestors-

Only link-sharing. For example, in Top-Level link-sharing
when the Top-Level variable is one, then the scheduler doesn’t
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check the limit status of parent classes before deciding whether
or not a class needs to be regulated.

V. LINK-SHARING SIMULAmONS

A. Comparisons of Formal, Ancestors-Only,
and Top-Level Link-Sharing

This section illustrates the performance differences be-
tween formal, Ancestors-Only, and Top-Level link-sharing in
a simulation environment with extremely simple traffic arrival
patterns.

Fig. 6 shows the network scenario for one of the sim-
ulations. Each simulation network has a single congested

gateway, with the various link-sharing structures for the con-
gested link shown in Figs. 7 through 9. Each class has a
single constant-bit-rate source with its own input link to
the congested gateway, and each class has sufficient demand
to use the entire link bandwidth of the shared link. These
(admittedly unrealistic) sources are used as a simple way to
explore link-sharing free from extraneous influences. In these
simple simulations the traffic for each class is generated by a
single source, but in general the traffic in a class could consist
of many connections from many different sources. In these
simulations, the ftp packets are 1000 bytes. The video packets

are somewhat arbitrarily set at 190 bytes, and the audio packets
range from 250 to 500 bytes. The packet sizes were chosen
simply to explore the behavior with a range of packet sizes
for the various connections.

&&
1,20% 2,40% 1,10% 2,20%

priority, link-sharing bandwidh

Fig. 8. Link-sharing strocture for the simulation of two-agency link-sharing.

50%

( A

6tilf!$ @6@
1,5% 2, 45% 1,5% 2,5% 1,s% %25%

priority, tink-sharing bdwidth

Fig. 9. Lhk-sharing structure for the simulation of lhree-agency link-
sharing.

For the implementation of link-sharing in these simulations,
the gateway maintains a separate queue for each leaf class,
where each queue can hold 20 packets. Arriving packets for

a class are dropped when that class’s queue is full. Each leaf

class in the link-sharing structure is assigned a priority level as
well as a link-sharing allocation. The general scheduler in our
simulator uses strict priority. For classes of the same priority
the general scheduler uses a variant of weighted round-robin,
with weights proportional to the link-sharing bandwidths of
the classes. Thus within a priority level the general scheduler
distributes bandwidth according to the link-sharing allocations
of the classes. The link-sharing scheduler in our simulator rate-
limits each regulated class to its link-sharing bandwidth. The
estimator, general scheduler, and link-sharing scheduler in the
simulator are explained in more detail in Appendix A. The
time constant used by the simulator’s estimator for computing
the limit status for a class is relatively small, equal to the time
to transmit 16 packets from the class.z

For the simulation in Fig. 10, the congested link uses the flat
class structure in Fig. 7, which has two high-priority classes
and one lower priority class. The z-axis in Fig. 10 shows time
and the y-axis shows the average bandwidth used by each
class over one-second intervals, as a percentage of the link
bandwidth. In the simulation, for each traffic class in turn the
source stops transmitting for some seconds. The idle source is
indicated at the bottom of the figure.

2The firne conskmr for the esti mater is defined in Appendix A
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Fig. 11. ‘Rvo-agency link-sharing with formal Iink-shating guidelines.

The simulation shows that when all sources are transmitting
(e.g., from time 2 to time 6), each class reeeives roughly its
link-sharing allocation. When the ftp class stops transmitting
for a few seconds at time 7, the “excess” bandwidth is shared
between the two real-time classes in proportion to the link-
sharing bandwidths of those two classes. This sharing results
from the weighted round-robin within priority levels used by
the simulator’s general scheduler. When the video class stops
transmitting for a few seconds, the “excess” bandwidth is used

by the audio class, because the general scheduler gives the
audio class priority over the ftp class. Similarly, when the
audio class stops transmitting for a few seconds, the small
measure of “excess” bandwidth is used by the video class.
Even though the general scheduler uses priority scheduling, the
link-sharing mechanisms ensure that the ftp class receives at
least its link-sharing bandwidth when it has sufficient demand.

This simulation gives essentially the same results with formal,
Ancestor-Only, or Top-Level link-sharing.

For the simulations in Figs. 11 through 13 the congested

link uses the two-agency class structure in Fig. 8. The figures
show simulations with formal, Ancestor-Only, and Top-Level
link-sharing. The solid lines show the bandwidth used by the

two video classes, the dotted lines show the bandwidth used
by the two ftp classes, and the dashed lines show the aggtegate

bandwidth used by the interior classes. In each simulation the

source for each class stops transmitting for some seconds.
Note that when each class stops transmitting, the “excess”
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Fig. 12. Two-agency link-sharing with Ancestor-Only link-shting guide-
lines.
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Fig. 13. Two-agency link-sharing with Top-Level Iink-sharing guidelines.

bandwidth is used by the other class in the same agency, as the
hierarchical link-sharing structure specifies. Thus, each agency
receives roughly its link-sharing bandwidth as long as it has
sufficient demand. Near the end of the simulation, the video
sources stop transmitting again, and each ftp class receives the
link-sharing allocation of its parent class.

Note that in the simulation with formal link-sharing, each
agency reeeives its link-sharing Woeation throughout the
simulation. In the simulation with Ancestor-Only link-sharing,
when the agency A tlp class stops sending some of the “extra”
bandwidth is taken by the agency B video class, and agency
A receives less than its link-sharing allocation for part of the
simulation. This problem is largely corrected in the simulation
with Top-Level link-sharing.

For the simulation in Fig. 14, the congested link uses the
three-agency class structure in fig. 9. in tils simulation all
three video classes are marked as bounded and are not allowed
to use bandwidth from parent classes. Thus each video class
reeeives at most 5% of the link bandwidth regardless of other
traffic on the link. This simulation shows that when the source
for one of the ftp classes stops transmitting for a few seeonds,
the “excess” bandwidth is dktributed between the other two ftp
classes, roughly in proportion to the link-sharing allocations of
those classes. (Again, this is because of the weighted round-
robin used by the generrd scheduler.) Near the end of the
simulation, one by one most of the sources stop transmitting,
remaining idle for the duration of the simulation. This is
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Fig. 14. Three-agency link-sharing with Top-Level link-sharing guidelines.

shown at the bottom of the figure. These simulation results are
essentially the same for formal, Ancestor-Only, and Top-Level
link-sharing.

[n general, in simulations with Ancestor-Only link-sharing

the higher-priority classes sometimes receive slightly more
bandwidth than is allocated, and the agency-level link-sharing
is sometimes imprecise. The Ancestor-Only link sharing is also
more sensitive to the setting of the various parameters used in
computing the limit status of the interior classes. The problems
are reduced with Top-Level link-sharing, and these problems
do not occur in the simulations with formal link-sharing.

B. Priori~ Scheduling in a Link-Sharing Framework

A key feature of our link-sharing framework is the ability
to share bandwidth between classes with different priorities.
In this section we investigate some of the interactions between
priority-based schedulers and link-sharing.

The simulations in this section compare a priority-based
scheduler with a nonpriority-ba.sed scheduler that approx-
imates an idealized fluid flow model of link-sharing. For
these simulations, each agency has a real-time, interactive,
and ftp class. The goal of the simulations is to investigate
the advantages or disadvantages of giving interactive traffic
priority over the ftp traffic.

Simulations of two-agency link-sharing show that when
the arrival process for the interactive class is bursty, the use
of a priority-based scheduler that gives the interactive class
priority over the ftp class can significantly reduce the delay of
the interactive traffic without adversely affecting the average
throughput of the ftp traffic. More precisely, the simulations
show that the advantages of incorporating priorities in the link-
sharing structure are most pronounced when the arrival rate for

the higher-priority (interactive) class is moderately bursty and
the link bandwidth is significantly greater than the average
bandwidth received by the higher-priority class.

Fig. 15 shows the network scenario used for all of the
simulations in this section, and Fig. 16 shows the class struc-
ture for the congested link. In this paper we call a data
connection delay-sensilive if the user is concerned with the
delay of the individual packets or short bursts of packets in
the connection; examples include real-time, Telnet, X, and
NFS traffic. We call a data connection throughput-sensitive

Fig. 15,
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Fig. 16, Link-sharing structure for the congested gateway,

if the connection transfers a fairly large number of packets,

and the user is only concerned with the arrival time of the
last packet in the transfer. An example of a throughput-

sensitive data connection would be a tile transfer where the
user would like to receive the file as promptly as possible,
but where the user is not concerned with the arrival time of
the individual packets. For the simulations in this section, we
assume that the traffic in the real-time class is constrained
by an admissions control procedure, and the traffic in the

interactive class is delay-sensitive but is not constrained by
an admissions control procedure. We assume that the traffic
in the ftp class is throughput-sensitive TCP traffic consisting

of large file transfers.
For the purposes of this section, we call a class uncontested

if there is no persistent queue, and congested otherwise. For
each simulation in this section only one of the two ftp classes
and only one of the two interactive classes is active. The
active ftp class consists of three ftp connections with maximum
windows set so that, in the absence of congestion, the three

ftp connections together could use most of the link bandwidth.

Thus, in these simulations the active ftp class is usually
congested. The simulator’s TCP is based on 4.3 Tahoe TCP.

The key parameter in these simulations is the average arrival
rate for the active interactive class. We are not attempting to
construct a realistic source model for the interactive class: our

goal is to investigate the delay and throughput of the various
classes in different simulations with different arrival rates and
degrees of burstiness for the interactive traffic. In the simulator

the agency A interactive class has a single UDP source that

generates bursts of four 1000 byte packets at exponential time
intervals, while the Agency B interactive class has a UDP
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Fig. 17. Scenario #l.

source that sends single 50 byte packets at exponential time
intervals. (The interaction class traffic could be thought of,
perhaps, as a single UDP video connection unconstrained by
an admissions control procedure, or as traffic from UDP-based
whiteboard sessions, or as the aggregate of a large number of
short-lived connections using nonstandard congestion control
mechanisms.) The arrival rate for the aggregate Agency A
interactive traffic is fairly bursty, while the arrival rate for the
aggregate Agency B interactive traffic is fairly smooth.

Two sets of simulations were run for each scenario in this
section. The first set of simulations, illustrated by a solid line in
subsequent figures, uses the link-sharing structure in Fig. 16.

This link-sharing structure takes advantage of both bandwidth
allocations and priorities for the interactive and ftp traffic. The
second set of simulations, illustrated with a dashed line, uses
a similar link-sharing structure, where the only change is that
the ftp classes have priority two instead of priority three. Thk
second set of simulations approximates an idealized fluid flow
model of instantaneous Iink-sharing, such as that proposed in
[18] for interactive and ftp traffic.

The simulations use the formal link-sharing guidelines. Each
class has its own Drop-Tail queue at the congested gateway,
where packets arriving to a full queue are dropped. The buffer
size for each class is 20 packets (well over the delay-bandwidth
product of four packets for a single connection). The average
queueing delay for traffic in a class is determined not only by
the priority level of the class, but also by the buffer size and
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by the fraction of bandwidth available for that class.
In the first simulation scenario, shown in Fig. 17, the

Agency A interactive class and the Agency B ftp class are

the only active classes. Thus, the Agency A interactive class
is essentially allocated 20% of the link bandwidth, and the
Agency B ftp class is allocated 80%. Simulations are run for
a range of values for the arrival rate of the interactive traffic,
up to and exceeding the allocated rate for Agency A traffic.

In the priority-based simulation set, as long as the overall
arrival rate of the interactive traffic is not large, the small bursts
of interactive traffic are transmitted at the link bandwidth,
rather than spread out over the fraction of the bandwidth

allocated to that class.
The top graph in Fig. 17 shows the average queueing delay

for the interactive and ftp packets. Five 40 second simulations
were run for each arrival rate for the interactive traffic, with
five different seeds for the random number generator. The
solid line shows the average over the five simulations for
the priority-based link-sharing implementation, and the dashed
line shows the average for the fluid-flow-based link-sharing
implementation. The higher delay for the interactive traffic
during the heaviest congestion results from the fact that while
the interactive and ftp classes have buffers of the same size,
the ftp class receives four times as much bandwidth as the
interactive class.

The second graph in Fig. 17 shows the average throughput
for the interactive and ftp traffic. The dotted line shows
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the throughput that the interactive traffic would get if its
throughput matched its arrival rate.

The third graph in Fig. 17 shows the fraction of arriving

packets dropped for the interactive and ftp traffic. Because of

TCP’S congestion control procedures, the ftp traffic can be

controlled with only a small number of packet drops. For the

UDP-based interactive traffic, on the other hand, as the average

arrival rate exceeds the available bandwidth the fraction of
packets dropped increases sharply.

The bottom graph in Fig. 17 shows the ratio of the in-

teractive packets’ avemge queueing delay for the fluid-flow

and priority-based link-sharing. For those simulations with a

moderate arrival rate for the Agent y A interactive traffic (less

than 200 Kb/s), the average delay for the interactive traffic with

the fluid-flow link-sharing is four to nine times the average
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Fig. 19, Scenario #3.

delay with the priority-based link-sharing, showing that for
these (somewhat artificial) circumstances the advantages of
the priority-based link-sharing can be significant.

In the second simulation scenario, with results shown in
Fig. 18, traffic is added for both real-time classes. The Agency
A real-time class consists of a single ON/OFF connection,
and the Agency B real-time class consists of five ON/OFF
connections. Each ON/OFF connection has a peak rate of 64
Kbps (4% of the link bandwidth), and an average rate at
most half of the peak rate. Thus both real-time classes are
uncontested.

As Fig. 18 shows. this addition of real-time traffic does not
change the benefits for the interactive traffic of having priority
over the ftp traffic class. The low deiay of the real-time class
results from its high priority and low arrival rate (lower than
the allocated bandwidth).

In the third simulation scenario, with results shown in
Fig. 19, the Agency A ftp class and the Agency B interactive

class are the only active classes. Thus, the Agency A ftp
class is essentially allocated 20~rI of the link bandwidth,
and the Agency B interactive class is allocated 80%. Given
these circumstances, there is little performance difference be-
tween the priority-based and the fluid-flow-based link-sharing
implementations. In either case the average delay for the

delay-sensitive packets is quite low.
Thus, these simulations illustrate that given a higher priority

class with bursty arrivals, coupled with a link bandwidth that
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is significantly larger than the average bandwidth available to
the class, the use of priorities by the general scheduler can
significantly limit the average delay for the higher priority
traffic, without adversely affecting the average bandwidth of
the lower priority traffic. Note, however, that these simula-
tions make no attempt to investigate whether realistic traffic
scenarios are likely to fit tlis condition of bursty arrivals for

aggregate interactive traffic.

VI. LtNK-SHiUUNG AND REAL-TfME TRAFHC

This section considers service models for real-time traffic,
paying particular attention to the relationship between link-
sharing goals and real-time service models. Because link-
sharing can be used to limit the bandwidth of traftic classes
during times of congestion, link-sharing isolates traffic classes

from each other. This isolation can bean important mechanism
in accommodating emerging service models in the Internet.
‘lWs isolation cart also be used to protect the needs of nonreal-
time traflic.

We use the term real-time trajlc to refer to traffic that has a
(fixed or adaptive) playback time. As discussed below, future
gateways could use explicit admissions control procedures for
real-time traffic.3 By nonreal-time trafjic we mean trafftc where
low delay might be desirable, but where, over reasonable time
scales, the receiver waits until packets are ultimately reeeived.
We believe that one danger in current tesearch on providing
real-time services is to discount the needs of nonreal-time
traffic (e.g., WWW, telnet, ftp) in the Inte3net.

One possibility for a scheduler at the gateway would be to
consider the needs of the real-time traffic first, and to schedule
the nonreal-time traffic after the needs of the real-time traffic
had been met, without having the scheduler enforce bandwidth
limitations on the real-time traffic [18], [8]. After the needs of
the real-time traffic had been met, link-sharing mechanisms
would be used to share the remaining bandwidth among the
nonreal-time classes. We argue, however, that this type of
approach to link-sharing is not sufficient. Either it could lead
to starvation of the nonreal-time traffic over substantial periods
of time, or it restricts the types of real-time traffic that could
be accommodated by the network. Further, this sole reliance
on the admissions control procedure and the policing of real-
time traffic at the edge of the network is ill-suited to the needs
of rate-adaptive video, and is problematic given the presence
of long-range dependence in real-time traffic [13].

Many service models for real-time traffic assume that real-
time connections would negotiate for a particular class of
service (including, for example, a certain average or maximum
delay, or allowing for a certain statistical fraction of packet
drops, as in [8]). A slightly different service model introduced
in [4] defines predictive service for loss-tolerant applications
with adaptive playback times. This model was motivated in

part by the emergence in the Internet of applications for audio-
and video-confetencing such as vat, the visual audio tool,
where the receiver adapts its playback time to the delay in

the network. This model of predictive service differed from
previous service models in that predictive-service connections
would not make art explicit agreement with the network that
the connection’s deterministic or statistical requirements about

delay and packet loss rates will be met. Instead, the admissions
control procedure for predictive service is based on measure-

ments of past traflic in the class, and these measurements

of past traffic are used as a predictor of futtue traffic. If
the mediction of future traffic is incorrect and the predictive.
service class becomes oversubscribed, then this might result
in increased delay artd/or drop rates for the predictive service
connections.

As an example of the need to protect nonreal-time traffic,
when the predictive service class’s predictions from past traffic

are incorrect there can be a conflict between the link-sharing

goals and the predictive service goal of imperfectly reliable
delay bounds for predictive service traffic. The commitment
of predictive service is that the network will use admissions
control procedures based on the past traffic of the network to
control the admissions of predictive service connections. When
these predictions from past traffic are reliable, the predictive
service packets should be delivered with appropriately low
delay. It is not possible, given such an admissions control
procedure, to make quantitative commitments about the level
of service when the predictions from past traffic turn out to be

unreliable. One option would be for the gateway to serve as
many predictive service packets as possible, given that other
real-time service commitments are met. Another option would
be for the gateway to restrict the predictive service trafftc as
necessary to meet the link-sharing goals, including the link-
sharing goal of allocating bandwidth for nonreal-time traffic
over some time interval.

For a link in the core of the network with frequent changes
in the number of predictive service connections, the effective-
ness of the admissions control procedure is assisted by the
large number of connections and the frequency with which
connections come and go. The assumption that past traffic is
a reliable guideline for future traffic is more effective when
there are a large number of predictive service connections. In
addition, for those times when the predictive service admis-
sions control procedure is overly optimistic, in the core of the
network tks can be corrected simply by waiting a short time
until some predictive service connections terminate.

In contrast, for a moderate-bandwidth link with a moderate
number of predictive service connections the predictive semice
class’s admissions control procedure could be less effective
in protecting the link-sharing goals. In those times when
the predictive service admissions control procedure has been
overly optimistic, this could be corrated either by waiting
until some of the (possible long-lived) predictive service
connections terminate, or by having the scheduler rate-limit
the predictive service traffic, dropping packets when the buffer
overtlows. Neither of these options violate the commitment
of the predictive service goal, which is to provide reliable
delay bounds contingent on the assumption that past traffic has
been a reliable indicator of future traffic. The second option,

3Cumnt ~u~lo ~d “j&. MC on tie Mbone has an informal.unenforced
admissions control procedure that depends on rough consensus between the

however, protects the quantitative link-sharing goals as well

users of the Mbone. as the predictive service goals.
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If link-sharing is used to control the bandwidth of pre-
dictive service traffic during times of congestion, then this
possibility should be taken into account by the admissions
control procedure. In this case the predictive service admis-
sions control procedure should only admit new connections if
traffic measurements indicate that the delay would have been
acceptable even if the class as a whole had been restricted to its
allocated bandwidth. One implication of this would be not to
admit new predictive service connections when the aggregate

arrival rate for the predictive service class has been exceeding
the allocated predictive service bandwidth over relevant time
intervals.

To illustrate the possible interaction between link-sharing
and predictive service, consider a gateway with a link-sharing
structure that allocates 807c of the link bandwidth to the real-
time traffic and 209’o to the nonreal-time traffic. Assume that
this is coupled with a priority-based general scheduler that
gives priority to the real-time class, along with a conservative

admissions control procedure for real-time class that tries to
limit the real-time traffic to 50Yc of the link bandwidth. In this
case, the link-sharing scheduler would only be used to regulate
the bandwidth of the real-time class if the real-time class in
fact exceeded 80% of the link bandwidth over some interval
of time while the nonreal-time class had unsatisfied demand.
Given the goals of the admissions control procedure, this is
unlikely to happen, Thus the enforcement of link-sharing at
the gateway does not have to result in unacceptable service
for real-time traffic. At the same time, the presence of the
link-sharing mechanisms ensures that the nonreal-time class
will not be denied its allocated bandwidth for long intervals
of time.

Like the model of predictive service, it seems likely that
additional service models will emerge to meet the require-
ments of emerging real-time applications. One possible new
application is source- or receiver-based rate-adaptive video,
with a congestion control procedure to control the connection’s

traffic in response to congestion. In source-based rate-adaptive
video, the source adjusts its transmission rate in response to
feedback from the receivers, possibly using a layered coding
scheme [12 1, [ 11. With receiver-based rate-adaptive video, the
video source would partition the signal into separate layers,
transmitting each layer in a separate multicast group, and
receivers would unsubscribe from higher-bandwidth layers
when they are experiencing congestion [ 17].

These models of rate-adaptive video could be most easily
accommodated in a network with link-sharing, where each
gateway allocates a certain (possibly dynamic) link-sharing
bandwidth to a class of variable-bit-rate video connections.
In the absence of congestion, the video traffic could use as
much bandwidth’ as desired; in the presence of congestion,
the bandwidth of the video class would be controlled, and
some fraction of arriving video packets might be dropped at
the gateway until the video’s congestion control mechanisms
respond to reduce the congestion, In a bandwidth-limited
environment with video users that require a certain minimum
bandwidth. a minimum-bandwidth guarantee from the network
would require an admissions control procedure. For a class
of video traffic without requirements of a minimum per-

connection bandwidth (e.g., where the user would rather

receive 1 frame each 7/ seconds than receive no frames at
all), admissions control procedures would not be required.

VII. SHARING AND lSOLATION REVISITED

In [4] the authors propose that the addition of real-time
services to packet networks be viewed in terms of the two

basic principles of iscdarion and sharing. In this section we
discuss the implications of isolation and sharing within the
framework of link-sharing.

By isolating classes of traffic from each other in the net-
work, link-sharing encourages heterogeneity, and at the same
time allows connections using compatible congestion con-
trol procedures to enjoy the advantages of cooperation by
sharing bandwidth in a single class of traffic. Within a leaf
class, isolation between connections could be provided by a
round-robin-based scheduling algorithm such as Fair Queueing

[6], or sharing between connections could be provided by a
scheduling algorithm such as FIFO.

In [4], the authors propose that a predictive-service class
should use FIFO scheduling, because FIFO scheduling reduces
the tail of the delay distribution, compared to round-robin
scheduling, by reducing the delay of packets that arrive
at the gateway at the end of a burst of packets from a
single connection. Users within a predictive service class are
protected from misbehaving users by an admissions control

procedure that is coupled with policing at the edge of the
network. In this section we briefly discuss some of the benefits
of sharing for classes of best-effort (i.e., nonreal-time) traffic,
where the protection of the admissions control procedure is
replaced by the protection of compatible end-to-end congestion
control procedures for each connection.

One advantage of sharing and cooperation within a traffic
class includes the implementation efficiencies that come from
a minimum of per-connection state within the class. A second
advantage is the reduction of the tail of the delay distribution
that results from FIFO scheduling.

Other potential advantages of cooperation within traffic
classes are less obvious, and perhaps less easy to take advan-
tage of. For a TCP traffic class with noncooperative scheduling
algorithms such as Fair Queueing, the “fairness” of the band-
width sharing is completely local, and doesn’t take into
account such factors as the number of congested gateways or
the range of roundtrip times of the different connections. For a
traffic class with a FIFO scheduling algorithm and cooperating
connections using compatible congestion control algorithms,

the bandwidth distribution between the connections can reflect
such characteristics of the overall system as the range of
roundtrip times and the number of congested gateways for
each connection [9]. Using an end-to-end congestion control
algorithm, gateway scheduling algorithm, and gateway con-
gestion feedback algorithm that exploit this interaction with
system characteristics could perhaps improve on the purely
local fairness of round-robin-based schedulers.

However, to take advantage of sharing within a link-sharing
class of best-effort traffic, some form of monitoring might be
appropriate to ensure that all connections in the class are in
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fact using acceptable congestion control procedures. As an
example, with RED gateways it is straightforward to identify
connections that are using a large share of the class bandwidth
in times of congestion. Such classes could be isolated by being
reclassified to a lower priority or lower-bandwidth class.

VIII. RELATED WORK

The approach to link-sharing described in this paper is based
on CBQ, an approach proposed by V. Jacobson along with
other members of the End-to-end Research Group [3]. For
CBQ a single set of mechanisms is proposed to implement
link-sharing and real-time services. The mechanisms are a
classtjier to classify arriving packets to the appropriate class,

an estimator to estimate the bandwidth recently used by a
class, a selector to determine the order in which packets from
the various classes will be sent, and a delayer or overlimit
action to schedule traffic from classes that have exceeded their
link-sharing limits and are contributing to congestion. In this
paper we have introduced the terms general scheduler and
link-sharing scheduler as conceptual tools in exploring }ink-
sharing algorithms. The selector in CBQ roughly corresponds
to the general scheduler defined in this paper, and the delayer

or overlimit action roughly corresponds to the link-sharing
scheduler referred to in this paper.

As discussed in the Introduction, the structure of this paper
was motivated in part as a response to the scheduling archi-
tecture proposed in [18]. The Iink-slpring scheme proposed
in [18] has been discussed in Section VI. The approach in
[18], after defining a service model including both quality
of service commitments to individual flows and link-sharing
commitments to collective entities, is to define a precedence
ordering for the various service goals, including the link-
sharing goals, and to use this precedence ordering to specify
which commitments should be satisfied first at the gateway
when commitments conflict. The goals in [18] include guar-
anteed real-time service, predictive real-time service, several
classes of as-soon-as-possible service for nonreal-time traffic,
and hierarchical link-sharing.

Our paper does not attempt to outline a complete service
model, but presents an alternate approach to reconciling the
quality of service commitments and the link-sharing com-
mitments made by the gateway. The goal of hierarchical
link-sharing described in [18] is defined as approximating,
as close as possible, the bandwidth shares provided by an
idealized fluid flow model of instantaneous Iink-shating. There
are two significant differences between our approach to link-
sharing and the approach in [18].

First, the link-sharing goal in [18] is restricted to providing
link-sharing between entities (or classes) of the same priority.
The link-shaxing goal of approximating an idealized fluid flow
model does not allow for explicit link-sharing between two
classes with different service priorities, such as between a real-
time and a nonreal-time class, or between a telnet and a lower

priority ftp class of traffic.
Second, the link-sharing in [18] takes into account the band-

width used by real-time traffic, but the link-sharing algorithm
does not affect the scheduling of the real-time traffic. From

[18]: “Our architecture dictates that while the link-sharing
goals will affect the admission control decisions for real-time
flows, the link-sharing goals have no effect of the scheduling of
the real-time packets and only affect the scheduling of elastic

packets. We maintain that this is not just one possible way
of scheduling packets, but rather the only way consistent with
our service model.”

In contrast, Section VI of our paper discusses how the
explicit enforcement of link-sharing goals for real-time traf-
fic can aid the gateway in serving loss-tolerant real-time
traffic (e.g., real-time traffic with drop-preference, or with
rate-adaptive congestion control algorithms) by controlling
the bandwidth of such traffic while providing the benefits
of priority-based scheduling. Section VI of our paper also

presents our argument that this explicit enforcement of link-
sharing goals for real-time traffic does not violate the goals of
guarankzd or predictive real-time service, given appropriate
admissions control procedures, and contributes to the flexibil-
ity of the resource management architecture in accommodating
new service models.

[18] discusses the possibility of dropping a small percentage
of “preemptable” real-time packets at the gateway when other
service commitments are in danger of being violated, but
there is little discussion of how this could be accomplished.
It is our contention that such issues should be considered
within the context of hierarchical link-sharing; that is, the
decision of whether or not to drop packets from a particular
class should depend on whether or not that class, along with
ancestor classes, is substantially contributing to congestion in
the network.

Previous research on link-sharing has included simulation
studies of Fair Queueing between user classes, where a user
class could range from an individual application to a collection
of connections associated with a particular corporation or
government agency [5].

IX. CONCLUSIONS AND FUTURE WORK

One of the strengths of the link-sharing framework proposed
in this paper is that this framework allows for priority-based
or other scheduling algorithms at the gateway for real-time

traffic, while incorporating provisions to protect the link-
sharing behavior at the gateway. We argue that considering
the link-sharing goals and real-time service goals together
leads to more efficient and productive implementations of both
services.

The incorporation of link-sharing mechanisms along with
the provision of real-time serviees can simplify and add
robustness to the provision of real-time services in the Internet.
Link-sharing mechanisms, by isolating classes of the same
priority and protecting lower priority traffic from starvation,
can add to the flexibility of the Internet in protecting best-
effort traffic from higher-priority real-time traffic, or providing
appropriate isolation for new congestion control protocols
whose response to congestion differs from that of TCP.

There are a great number of open research questions con-
cerning network resource management. One such open ques-
tion concerns possible scenarios for the development and
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integration of new service models into the Internet. For ex-
ample, it is not plausible that, for every potential new service
model (e.g., rate-adaptive video, or perhaps reliable mul-
ticast?), a new link-sharing class will be opened for that
service model on every link in the network to allow users to

experiment. However, it is possible that, following somewhat
the pattern of the evolution of the Mbone, some networks
or links in the Internet might consider creating a new link-
sharing class for a particular emerging service class, using
a somewhat ad hoc classification based on fields in the
packet headers. And if this turns out to be useful, then users
might request other networks to create similar link-sharing
classes, to expand the experience with the emerging service
class, before the service class is sufficiently mature for full
standardization. Ce~ainly one of the challenges in developing

resource management for the Internet will be (o continue the

ability to learn from working implementations deployed in
a somewhat decentralized fashion (e.g., the Mbone, or the
WWW). We believe that link-sharing mechanisms should be
one of the components in meeting this challenge,

APPENDIX A

IMPLEMENTATION IN OUR SIMULATOR

1) [mplementotion of the Estimator: The estimator deter-
mines the limit status of the classes in the class structure. This
appendix describes the implementation of the estimator in our
simulator; this is only one of several methods that could be
used to efficiently implement an estimator.

The two key parameters of the estimator are the time
constant for the estimator and the frequency with which the
estimator updates the limit status of each class. The time
constant of the estimator can be an explicit design parameter
at the gateway.

In our simulator, the gateway recomputes the limit status
for a class and its ancestor classes after the gateway transmits
a packet from that class. Our estimator uses an exponential
weighted moving average (EWMA) (as is used in TCP to com-
pute the average round trip delay [15]). This estimator looks at
recent inter-packet departure times, with a decaying weight for
the more distant packets, and indirectly computes the mean of
the inter-packet departure time, or (in the reciprocal) the mean
of the packet rate.

Let s be the size of the recently-transmitted packet in bytes,
let b be the link-sharing bandwidth allocated to the class in

bytes per second, and let t be the measured interdeparture time

between the packet that was just transmitted and the previous

packet transmitted from this class, as shown in Fig. 20. If the
gateway sends packets of size s from the class at precisely
the link-sharing bandwidth b allocated to the class, then the
interdeparture time between successive packets would be

j(!s, b) = s/b

seconds. Let

cliff = t – f(s, b)

be the discrepancy between the actual interdeparture time and
the “allocated” interdeparture time for that class for packets of
that size. Note that cliff is negative when the class is exceeding
its link-sharing bandwidth and nonnegative otherwise. Our

simulator computes avg, the exponential weighted moving
average of the cliff variable, using the following equation:

avg +- ( 1 – w)avg + w * cliff.

With properly scaled versions of the parameters, and with

the weight w chosen as a negative power of two, avg can

be computed with one shift and two add instructions [15].
In computing cliff, the function f(s. b) could be computed
explicitly, or could be determined by using the packet size ,9

as an index into an array for that class.
The weight w determines the time constant of the estimator.

If the sending rate for a class suddenly changes, causing the
computed value of the cliff variable to change from one value
to another, then it takes – 1/ ln( 1 – IJI) packets to be sent
from that class before the computed estimate avg moves 63%
of the way from the old value of cliff to the new value [20].

This correspmds to a time consfatz[ of roughly

– .$

I)ln(l – ?1))

seconds for a class sending .Y-byte packets at close to the

class’s allocated link-sharing bandwidth of b bytes/s.
The estimator should not allow a previously-idle class

to send an overly-large burst of traffic before that class
is estimated as overlimit. Thus, the implementation of the
estimator should explicitly consider the maximum burst that a
class can send, after having been idle for a long period, before
being considered overlimit. With our method for implementing
the estimator, a class that has used only a small fraction of its

allocated bandwidth for an extended period of time could have
a large value for the parameter avg. A previously-idle class
with a link-sharing allocation of b bytes/second and a value
of A for avg could send 7/, back-to-back s-byte packets before



www.manaraa.com

382 tEEtYACM TRANSACTtONSONNETWORKING, VOL. 3, NO. 4, AUGUST 19Ss5

being estimated as overlimit$ for

110d(s/b~.s/1) + 1)
n,<

1
–log(l – w) “

(1)

Thus, by limiting the maximum value for the variable avg.

the estimator can limit the number of back-to-back packets
that can be sent from a previously idle class before the class
is estimated as overlimit.

The implementation of the estimator should also explicitly
consider to what extent the limit status of a class should be
influenced by previous bandwidth the class has received in
excess of its allocated share. In our simulator, this is done
with a parameter that specifies a minimum (negative) value
for the variable avg.

Note that our estimator does not explicitly estimate the
bandwidth used by a class. The estimator is fairly accurate
in estimating whether a class is over or under its limit, but the
exact value of avg computed by the estimator can be sensitive
to things such as the packet sizes used by the class.

An alternate implementation for the estimator would be for
the gateway every t seconds to recompute the limit status for
each class over the last T seconds. This should be adequate
for t << T. Whh this implementation, the accuracy of the
gateway in satisfying the link-sharing goals is limited by the
ratio between T and t. The value for T is determined by the
desired time intervals over which the link-sharing goals should
be enforced. Given T, decreasing t increases the accuracy of
the gateway in satisfying the link-sharing goals.

For formal link-sharing, and for leaf classes in the
Ancestors-Only and the Top-Level link-sharing, the scheduler
needs tp know whether or not a class is overlimit. In this case
the estimator uses the actual link-sharing allocation b of the
class in computing f(s/b), the “allocated interdeparture time
between packets.

In contrast, for interior classes in the Ancestors-Only and
the Top-Level versions of link-sharing, the scheduler needs
to know whether or not the class is underlimit. For this, the
estimator uses a bandwidth b’ that is slightly less than the
link-sharing bandwidth b allocated to the class in computing
the “allocated” interdeparture time ~(s, b’). For example, in
computing whether or not the root class is underlimit, the
estimator in our simulator uses a bandwidth b’ slightly less than
the actual bandwidth of the link in computing the “allocated”
interdeparture time ~(s, b’) .

4This uses the fact that for a class sending back-to-back packets, the
measured interdeparture time would be s/1 seconds, for 1 the link bandwidth
in bytes per second. Wkh back-to-back packets, the computed (negative) vatue
for cliff would be s/1 –s/ b seconds. After n back-to-back packets, the value
for avg would be

n—l

(1 - w)”A + ~(1 – tu)*w(s/1 – ./b)
,=0

=(1 – w) ’’A+(1 - (1 –W)n)(S/~ –s/b).

The value for avg will still be positive as long as

A > (.s/b-s/J)((l – w)-” – 1).

This condition holds for values of n that satisfy (1) above.

In our simulator the value avg computed by the estimator is
used to indicate the limit status of the class through the class’s
time-to-send field. This field indicates the next time that the
gateway is allowed to send a packet from that class. For any
class with avg positive, the estimator sets the time-to-send
field to zero, indicating that the class is under its limit.

For a nonregulated class with avg negative (e.g., a nonleaf
class), the time-to-send field is set to a time z seconds ahead
of the cument time, for

I–W
x = —avg ~ + .f(s, b), (2)

where s is the size of the packet just transmitted from the
class. If the gateway waits at least z seconds before sending

another packet from the class, then the class will no longer
be over its limit.

For a regulated class with avg negative (e.g., a nonexempt
leaf class), the link-sharing scheduler sets the time-to-send
field for the class to ~(s, b) seconds ahead of the current time.
This is the earliest time that the class will next be able to
send a packet. Thus, a regulated class is never restricted by
the link-sharing scheduler to less than its allocated bandwidth,
regardless of the “excess” bandwidth used by that class in the
past. The link-sharing scheduler is described in Appendix A.3,

2) Implementation of the General Scheduler: The general
scheduler schedules packets from unregulated classes at the
gateway. This section describes the implementation of the
general scheduler in our simulator.

In our simulator, the gateway maintains a separate queue
for each class associated with the output link. After each

packet is transmitted on the output link, the general scheduler
decides which class can next send a packet on the link.
The general scheduler schedules packets from higher priority
classes first. Within classes of the same priority, the general
scheduler uses a variant of weighted round-robin, with weights
proportional to the bandwidth allocations of the classes. The
weights determine the number of bytes that a class is allowed
to send at each round. When a class sends more than its
allocated number of bytes (because packets aren’t broken into
byte-sized pieces), that class’s byte-allocation for the following
round is correspondingly reduced.

The use of weighted round-robin to service classes of the
same priority level serves two functions. The first function
is to ensure that each priority-one class receives its allocated
bandwidth even over fairly small time intervals. If at most half
of the link bandwidth is allocated to priority-one classes, then
each priority-one class with sufficient demand is guaranteed
to receive at least its allocated bandwidth in each round of the
round-robin [10].

The second function of the weighted round-robin is to
ensure that bandwidth is distributed to unregulated classes of
the same priority in proportion to the bandwidth allocations
of those classes. As discussed in Section II, the distribution
of the “excess” bandwidth among the other classes should
not be arbitrary, but should follow some appropriate set of
guidelines. The use of a priority-based general scheduler with
weighted round-robin within priority levels results in “excess”
bandwidth being distributed by the general scheduler to the
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higher priority classes, with the distribution proportional to
the relative link-sharing allocations of those classes.

Before the general scheduler transmits a packet from a class,
the scheduler checks the limit status of the class simply by
comparing the class’s time-to-send field with the current time.
If the time-to-send field is zero, then the class is at-limit or

underlimit, and the general scheduler is allowed to transmit a

packet from that class. If the time-to-send field is nonzero but
less than the current time, then the class might be overlimit,
but the general scheduler is still allowed to transmit a packet
from that class.

If the time-to-send field for a class is greater than the current
time, then the class is overlimit. In this case, the general
scheduler can only send a packet from that class if permitted by

the link-sharing guidelines. (For example, with Ancestor-Only
link-sharing, if the time-to-send field for a class is greater than

the current time, then the general scheduler can only send a
packet from that class if there is an underlimit ancestor class.)

An essential issue for any proposal for a general scheduler
is that the scheduler should lend itself to efficient implementa-
tions. [19] describes an efficient implementation of the class-
based queueing mechanism that uses this general scheduler.

3) Implementation of the Link-Sharing Scheduler: The link-
sharing scheduler controls the scheduling of packets from
regulated classes. In our simulator the link-sharing scheduler,

working in concert with the general scheduler, effectively
rate-limits regulated classes to their allocated link-sharing
bandwidth.

Our simulator uses two different methods for rate-limiting
a regulated class. The two methods give similar results, but
depending on the circumstances, one or the other method might
be preferred for reasons of efficiency. We describe only one
of the methods in this section, involving the time-to-send field
for a regulated class. The second method, more appropriate for

a class that is forced to remain idle for a substantial number
of packet transmission times, involves temporarily removing
the class from the linked-list of classes at that priority level,
and reinserting the class later after a timer expires.

For the first method in our simulator, the link-sharing
scheduler sets the time-to-send field for a regulated class to
f(.s, h) = s/b seconds ahead of the current time, given that
the packet just transmitted contained s bytes, and the class
has a link-sharing allocation of b bytes/second. The result is
that the general scheduler considers the class as overlimit until
the time indicated in the time-to-send field; at that time the
general scheduler is allowed to send a packet from that class
regardless of the value of avg or the limit status of ancestor
classes. If the class is still overlimit after a packet is sent (as
indicated by the avg variable maintained for that class), then
the time-to-send field is again set to f(.s, b) = s/b seconds
ahead of the current time.

Notice that in our simulator, for a regulated class the
exact scheduling of packets from the regulated class is still
determined by the general scheduler. For a high-priority class,
given a priority-based general scheduler such as ours, the
general scheduler is likely to send a packet from a regu-
lated class soon after the time indicated in the time-to-send
field. For a lower priority class, the general scheduler could

be delayed somewhat longer before sending a packet from
a regulated class. If this happens frequently, then the avg
variable might change from negative to positive, indicating
that the previously -overlimit class is no longer overlimit, and
the class will no longer need to be regulated by the link-sharing
scheduler. At that point, the time-to-send field for that class
will be reset to zero.

4) Pubiically Available CBQ Distributions: Referenee [19]

contains a pointer to an unsupported version of the CBQ
code, available from ftp://cs.ucl.ac. uk/darpa/cbq.tar.Z. That
distribution is derived from code that predates some of the
research in this paper, and essentially implements a variant
of Ancestor-Only link-sharing that is not described in this
paper. A subsequent unsupported version of the CBQ code
is available from [14].

APPENDIX B

ANALYSISOF THE FORMAL LINK-SHARtNG GUIDELINES

This Appendix gives some additional discussion of the for-
mal link-sharing guidelines given in Section HI. In particular,
this section shows that as long as there is an unsatisfied
leaf class, no other class will be allowed to send a packet
unregulated if sending that packet would result in that class
having used more that its allocated link-sharing bandwidth
over the last 2’ seconds. Appendix B. 1 uses this to discuss
limitations on starvation for lower priority classes.

The formal link-sharing guidelines have the following prop-
erties:

● A class that is not overlimit will not be regulated. ❑

● When all classes are satisfied, no classes will be
regulated. c!

A further question concerns how long an unsatisfied class
might have to wait before it begins to receive its allocated

bandwidth. The bandwidth received by a particular class
depends on the priority of the class, given a priority-based
general scheduler, as well as on details of the estimator,
general scheduler, and link-sharing scheduler. However, we
can make some general observations. In this discussion, we
assume that the link-sharing scheduler rate-limits regulated
classes to their allocated link-sharing bandwidth.

For this section, for ease of analysis, we assume that the

limit status for each class is determined by, after each packet
has been transmitted, computing the bandwidth received by

each class over the last 2’ seconds.5 Further, for simplicity,
we assume that all packets are the same size, and that
all bandwidth allocations translate to an integer number of
packets/T-seconds. We also assume that a class is considered
overlimit at time t if sending a packet at time t would result
in that class having used more than its allocated link-sharing
bandwidth over the last T seconds. Again, for ease of analysis,
assume that a class is defined as having a “persistent backlog”
whenever the queue for that class is nonempty.

5We choose this method for the estimator because it seems easy to analyze,
but the link-sharing behavior is more robust with an EWMA-based estimator.
Unlike a plain moving-average estimator, an EWMA-based estimator can
place more limitations on the barrdwidth that can be used by a previously-idle
class before it is declared overlimit.
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Fig. 21. Class A denied bandwidth for T + T/12 seconds.

We make the following assumptions about the link-sharing

structure: the root class is allocated 1007o of the link band-
width, and for each nonleaf class, the sum of the bandwidth

shares allocated to child classes equals the bandwidth allocated
to the class itself. (That is, if a class is allocated 50% of

the link bandwidth, then the sum of the allocations to the
child classes also equats 50$Z0.) We assume that no classes

are marked as bounded. We further assume that the general
scheduler is work-conserving; that is, the link will never be
idle when there is some class with a nonempty queue.

Assume that leaf class A is unsatisfied at time t. We make

the following additional observations:

● No class will be allowed to borrow from a nonleaf class

for as long as class A remains unsatisfied. Thus, as long as
leaf class A remains unsatisfied, the link-sharing structure
is effectively the same as one where all leaf classes

are children of the root class. Further, no classes will
be allowed to borrow even from the root class. In this
case, as long as class A remains unsatisfied, no other
class will be allowed to send a packet unregulated if
sending that packet results in that class using more that its

allocated link-sharing bandwidth over the last 2’ seconds.
All regulated classes will be rate-limited to their allocated

link-sharing bandwidth. •1

Limits on Starvation for Lower Priority Classes: In this
section, in addition to assuming that leaf class A first becomes
unsatisfied at time t, we assume that all other classes in the
link-sharing structure have higher priority that class A. We

give some quantitative bounds on how long class A could be

prevented from receiving its allcseated bandwidth.
It is not necessarily the case that in the first T-second

interval after time t, all leaf classes will receive at most their

allocated link-sharing bandwidth. For example, a previously-
idle class B with higher priority, allocated a fraction ~B of

the link-sharing bandwidth, could at time t send unrestricted
for fBT seconds, and after that would be rate-limited to its

allocated bandwidth, This class would receive more than its

link-sharing bandwidth over the interval [t, t + T]. Note that

this could occur only if the arrival rate of class 1? or of higher
priority classes changed significantly at time t.

.------ ------,

T;2 t
time t+T+T/12

1,pi 2:p2 l,p3 2,p4 l,p5 3,P3

priority,Iiik-sharing bandwidth

Fig. 22. Example link-sharing structure.

The following claim explores the limits on the bandwidth
that leaf classes can receive while there is an unsatisfied leaf

class.
Claim: Assume that leaf class A first becomes unsatisfied

at time t. For every class C~ other than class A, there is a time
ti, with t ~ ti< t+ T, such that class Ci receives at most its

allocated bandwidth over every interval [ti, tA] during which

class A remains unsatisfied. Further, if ti > t, then class C~
also receives at most its allocated bandwidth over the interval

[ti – T, ti] where ti – T < t.
Prooj2

Case 1: First, consider a class C that is overlimit at time t.

Then, over every interval [t, tA] during which class A remains
unsatisfied, class C receives at most its allocated bandwidth.

Case 2: Next, consider a class C that is not overlimit at
time t, and assume that class C first becomes overlimit later
at time tz.Beeause class C begins to be rate-limited to its

allocated bandwidth at time t2, and after time t2 only gets
to send unregulated if it is not overlimit, therefore for every
interval [t2, tA] during which class A remains unsatisfied,

class C receives at most its allocated bandwidth. Further,

because class C is not overlimit at any time in the interval
[t,t2],class C received at most its allocated bandwidth over

every T-second interval that ends at a time between i?and t2,
inclusive.

Case 2a: Assume that class C first becomes overlimit at
time tz ~ t + T. Then class C received at most its allocated
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Fig 23. Class C2 denied bandwidth indefinitely, with Ancestor-Only link-sharing.
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bandwidth over every T-second interval in [t, t2],and over the
interval [f z, tA ]. Therefore, over every interval [t, tA] during
which class A remains unsatisfied, class C receives at most

its allocated bandwidth.

Case 2b: Assume that class C first becomes overlimit at
time t2 < t+ T. Then class C received at most its allocated
bandwidth over the T-second interval [tz – T, t2], and over ev-

ery interval Itz, tA ] during which class A remains unsatisfied.
❑

Example: Limited Starvation for Class A: As an example
of the limits on the starvation that is possible for a lower
priority class, Fig. 21 shows the bandwidth received on a link
with a link-sharing structure with four classes, Cl, C’z, C3,

and .4, with priorities 1, 2, 3, and 4 respectively, with each
class allocated 1/4 of the link bandwidth. Class A had been
receiving all of the link bandwidth, and then at time t classes
C’l, Ca, and C:; each begin to have high demand. Class (71
receives all of the link bandwidth for T/4 seconds, after which
it is regulated to its link-sharing bandwidth. Similarly, classes
(’2 and C3 both get to transmit as shown in Fig. 21, and class
A receives no bandwidth for more than T seconds. And it is
possible to construct pathological link-sharing allocations and

arrival patterns where class A could wait significantly longer
before receiving any bandwidth. ❑

Thus, depending on the scheduling algorithms, and given
I) classes in the link-sharing structure with link-sharing al-
locations pl, ~, p,, (where class A is assigned link-sharing
allocation p,, ), it is possible for class A to receive no band-
width at all for

11—]

E

Pi
T

~=~ 1 – 2;:; pj

seconds after time t. As an example, if each of the n classes
is allocated a fraction 1/n, of the link bandwidth, and class
A has the lowest priority, then for n. = 1000, class A could
receive no bandwidth at all for 6.5T seconds, given arrival
patterns planned by an adversary.

However, even this limited starvation of lower priority
classes is dependent on a pathological arrival process for the

higher-priority classes. If the arrival process for higher priority
classes did not abruptly change at time t, then classes that
are overlimit at time t would continue to be rate-limited, and

classes that are underlimit at time t would continue to be
underlimit. Thus, if the arrival rates for other classes did not
abruptly change at time t, class A would begin to receive its
link-sharing bandwidth soon after time t.

Note that the delay that a lower priority class can receive is
more limited if, as in the implementation in our simulator, the
estimator explicitly limits the bandwidth that a previously-idle
class can receive before being declared overlimit.

Further note that this potential for limited starvation only

applies to classes that are not of the highest priority level.
A class of the highest-priority is never forced to wait for
higher-priority classes. The bandwidth received by the highest-
priority classes is determined by the general scheduler, with
the only constraint that the class might be rate-allocated to its
link-sharing bandwidth in times of congestion.

APPENDIX C

A PATHOLOGICALCASE FOR ANCESTOR-ONLY LINK-SHARING

In this section we examine a pathological case that can occur

in Ancestor-Only link-sharing, given an adversary who is
controlling the traffic arrival pattern in order to deny bandwidth
to a particular class. ‘l%e example in this section also helps
explain the rule in formal link-sharing that a class cannot
borrow from a not-overlimit ancestor at level i if there is
an unsatisfied class at level z – 1, even if that class is not
a descendant of the ancestor class.

Consider the link-sharing structure in Fig. 22, and consider
a priority-based generaI scheduler with Ancestor-Only link-
sharing. Further, consider the following (highly unrealistic)
packet arrival process. Assume that, at time t, packets arrive
for both class Al and class C3, and further assume, for
simplicity, that the link class is at-limit, having transmitted
only packets from class C 1 in the last T seeonds. Cktss A 1 is
allowed to transmit for PI T seconds because it is not overlimit,
and then for p2 T additional seconds because the parent class A
is underlimit. Because the root class is at-limit, class A 1 is not
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allowed to borrow from the root class. Assume, conveniently
enough, that no more packets arrive for class A 1, and that
class A 1 now has an empty queue.

Assume that packets then arrive for class A2. Class A2 is
allowed to transmit for P2T seconds. Again assume that no
more packets arrive for class A2, and that after p2T seconds
class A2 again has an empty queue.

The same process repeats for Agency B. Class B1 transmits

for (P3 + p4)’T seeonds, and then class B2 transmits for PAT
seconds. Then packets arrive for class C 1, which by that time
is underlimit, and class C 1 transmits for p5T seconds.

Consider the following allocations: Let PI, 233, P5, and Psj be

0.05, and let p2 and p4 each be 0.40. The bandwidth on the
congested link is shown in Fig. 23, with classes A 1, A2, B 1,
and B2 transmitting in turn after time t.Then, after C 1 has
transmitted for p5T seconds, Agency A is no longer overlimit
(beeause no packets from Agency A have been transmitted in
the last (p3 + 2p4 +p5)T = 0.9T seconds). If this pathological
traffic arrival process qeats, then the cycle continues to repeat
itself. Class Al again sends for (pl + p2)T seconds, at which
point Agency A again becomes overlimit. Then class A2 sends
for p2T seconds, and then Agency B classes send, and so on,
and class C3, being of lower priority, never sets to send any
packets.

We emphasize that this pathological case requires Ancestor-
Only link-sharing and a highly artificial packet arrival pattern,
and is helped by a moving-average estimator without expo-
nential decay. For example, consider what would happen if,
with a more realistic packet arrival pattern, packets continued
to arrive for class Al after A 1 had transmitted packets for

(PI + P2)T seconds. Class Al would be regulated to its link-
sharing albeation of a fraction pl of the link bandwidth, and
the cycle of class Al receiving all of the link bandwidth, and
then reeeiving none of the link bandwidth, would be broken.
Similarly, if classes A2, B 1, and B2 continued to have arriving
packets after their bursts of using the link bandwidth, then
those classes also would continue to be regulated to their link-
sharing allocations, and there would be no starvation of class
C3.

Note that the pathological behavior described above cannot
occur with the formal link-sharing guidelines, because in that
case children are not allowed to borrow from parent classes
while a leaf class is unsatisfied.
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